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12.1 Introduction

Developing countries seek self-sustainability in the face of current global

energy scenario. The reasons for this inclination arise due to the scarcity of

fossil fuels in the coming decades, added to the high thermal energy produc-

tion costs and rising energy consumption, either by developmental reasons or

by the misuse of power available. The action strategies to the current

national scene need to be updated both with respect to the difficulties

observed in the economic and environmental spheres, such as investment in

the research of new instruments, methods, and criteria to ensure the effective

contribution of the electricity sector in the process of seeking a self-

sustainable development [1]. For [2] the electric power generation and

shipping problems, the absolute minimum cost is not the only criterion to be

fulfilled. Apart from that, environmental considerations have become a major

concern for power generation. The limited economic dispatch (ED) problem

can be environmentally classified as a multiobjective optimization and a non-

linear programming problem. According [3] they argue that since the begin-

ning of the 1970s the dispatch of thermal generation has been proposed as an

effective means of dealing with the problem of air pollution. The latest

restrictive legislation has led to the adoption of pollution-limiting techniques

and/or the use of cleaner fuels. However, an order with restricted emissions
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is even more necessary when the weather conditions are adverse to the diffu-

sion of effluents. The authors present a dynamic dispatch procedure, which

is able to hold the integral nature of the restrictions of issue. So, the environ-

mental economic dispatch (EED) in thermal plants is a very important task

to ensure the power demand, which is to make a distribution to all the mill

engines, ensuring that the cost is minimal.

In this chapter a model and a mathematical method for EED tools using

evolutionary algorithms (EAs) [nondominated sorting genetic algorithm

(GA) II (NSGA-II)] to reduce both the cost of energy production in thermal

power plants (TPPs) and the environmental impact are applied. The identifi-

cation of different ways of evaluating the emissions produced by power

plants suggests mathematical models and computational tools to be used for

the assessment of the economic (cost generation and fuel consumption) and

environmental (emissions) variables, considering the pollution generated as

well as the permissibility of each pollutant in the atmosphere to allow the

construction of different simulation scenarios. It also formulates the optimi-

zation of bi-objective EED problem, using a computational tool (NSGA-II-

EA) analysis for the selection of the configuration of independent and

dependent variables of the mathematical model, considering the demanded

power and the environmental impacts.

12.2 Materials and methods

12.2.1 Heuristic optimization techniques

The use of heuristic methods increases to quickly get tools to give solutions

to actual problems. It is important to note that these methods do not guaran-

tee the best optimization solution found, although the purpose is to find the

solution next to the optimal solution in a reasonable time. Fig. 12.1 shows

the classification of global optimization methods [4,5].

FIGURE 12.1 Global optimization methods.
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The heuristic optimization techniques can be of exhaustive and nonex-

haustive types. The comprehensive or exhaustive techniques, such as algo-

rithmic schemes, Backtracking and Branch & Bound, have the advantage of

finding the optimal solution always, using the worst case—the entire solution

space is huge. It is difficult to narrow the search by the use of heuristic tech-

niques and, therefore, may result in inefficient algorithms for medium-to-

large problems.

The nonexhaustive techniques are known by the name of metaheuristics,

which can be algorithmic schemes based on different ideas in many outlets,

occasions, and the workings of nature, which is a common approach of

problem-solving by successive improvements of a solution or set of solu-

tions, with an exploration of broader solution space and with some random

factor [6,7].

In this work the metaheuristic techniques, specifically GAs, will be used.

It is taken into consideration that the types of optimization problems have a

very complex resolution space; therefore exploring it completely may not be

feasible for certain applications. In this type of technique, what is done is to

work with a solution or a set of solutions for new responses that are closer to

the optimal in order to avoid the great places and, iteratively, to achieve a

high-quality convergence. In this way, it is possible to guarantee the quality

of the solution, as this will comply with the criteria found.

12.2.2 Genetic algorithms

GAs are adaptive heuristic search algorithms that are based on evolutionary

ideas of natural selection and genetics. As such, they represent an intelligent

exploitation of a random search used to solve optimization problems.

Although randomized, GAs are not random, instead, exploit historical infor-

mation to direct the search for the best performance region within the search

space. The basic techniques of GAs are designed to simulate processes in

natural system necessary for evolution, especially those that follow the prin-

ciples established by Charles Darwin first—“survival of the fittest,” where,

in nature, in competition among individuals for scarce resources, the more

capable individuals dominate over the weak.

It is better than conventional techniques of artificial intelligence (AI) that

is more robust. Unlike older systems, AI, they don’t break easily even if the

inputs change slightly, or in the presence of reasonable noise. In addition,

when searching a large state space, multimodal state space, or n-dimensional

surface, a GA can provide significant benefits on the types of most typical

search engine optimization techniques (linear programming, heuristic depth-

first search width, and praxis) [9].

GAs mimic the survival-of-the-fittest individuals from every successive

generation of a problem to solve. Each generation consists of a population of

strings of characters that are similar to chromosome that we see in DNA.
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Each individual is a point in a search space and a possible solution. The indi-

viduals of the population are made to go through a process of evolution.

GAs are based on analogy with the genetic structure and behavior of chro-

mosomes within a population of individuals using the following bases [8]:

� The individuals in a population compete for resources and mates.

� The most successful individuals in each “competition” will produce more

offspring than those who have a poor performance.

� The genes of individuals “good” spread throughout the population so that two

good parents sometimes produce offspring that are better than either parent.

� Thus each succeeding generation becomes more suitable to their

environment.

� The simplest form of GA has the following three types of operators [10]:

� Selecting and playing: This operator drains chromosomes among the pop-

ulation to make the play. The more capable is the chromosome, the more

often will be selected to reproduce.

� Crossing: This is an operator who has to choose a place of function and

change the sequences before and after that position between two chromo-

somes, to create a new offspring (e.g., 10,010,011 and 11,111,010 chains can

cross after the third place to produce offspring 10011010 and 11110011),

and mimics the biological recombination between the haploid organisms.

� Mutation: This operator produces random variations in a chromosome

(e.g., the chain can exchange 00011100 its second position for the current

01,011,100). The mutation can take place in each position of a bit in a

string, with a probability typically very small (e.g., 0.001). As can be

seen, the GAs are different from traditional methods of search and opti-

mization in four key areas.

� They seek a population of points, not a single point. Maintaining a popu-

lation of well-adapted sampling points, the probability of falling into a

false peak is reduced.

� Employing the objective function and it doesn’t need derivatives or other

information complementary, because sometimes they are very hard to be

achieved. Thus they gain in efficiency and generality.

� They use stochastic transition rules, not deterministic. The GAs use ran-

dom operators to guide the search to the best spots; it may seem strange,

but the nature is full of precedents in this regard.

12.2.3 Nondominated sorting genetic algorithm II

For the development the multiobjective algorithms require mathematical

methods optimization on a population of solutions because the NSGA-II was

chosen as proposed, due to its diversity and reliability characteristics.

However, an overview should be maintained to enable the use of other pro-

cedures, such as ant colonies, simulated annealing, and the particle swarm.
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The NSGA-II, the first version based on GAs, is classified as an elitist type,

since it incorporates a preservation mechanism of the dominant solutions

through several generations of a GA.

The process starts from a set of size N solutions (couple) obtained ran-

domly or methodically. Later generations are determined using modified

mechanisms of selection, crossover, and mutation defined by classic GA.

12.2.3.1 Selection process, crossover, and mutation

On the current population (pair), randomly selected N pairs of solutions are

selected. Each pair competes in a tournament in winning alternative that

belongs to the category of best quality. If the dominance of alternatives

belongs to the same front, then winning it introduces a greater degree of

diversity to all that are under construction. The winners of each tournament

are allowed only for seed; the crossover and mutation are handled in the

same way as shown by the classic GA.

Thus what is expected is that the genetic information of the dominant

alternative be present in the following generations and attract the rest of the

population to their respective neighborhoods.

12.2.3.2 Stacking operator

The multiobjective algorithms seek to find a big number of solutions that

belong to the Pareto front. Therefore it is necessary that the population be

kept as much diverse as possible. The stacking operator quantifies the space

around an alternative that is not occupied by any other solution. This is due

to calculating the perimeter of the cuboid formed by neighboring solutions

that have the same category of the alternative dominance i, which is

described by the following equation:

di 5
XM
m51

f
Im
i11ð Þ

m 2 f
Im
i21ð Þ

m

fmax
m 2 fmin

m

������

������
ð12:1Þ

where Im is a vector indicating the nearby alternative solution alternative i,

fmax
m and fmin

m are the maximum and minimum values in the function of the

solution space object m, respectively, and M is the number of optimized

objective functions.

12.2.3.3 Selection by tournament second stacking operator

This procedure replaces the selection used in traditional GA. They consist of

comparing two solutions; each one of them has two attributes:

� A range of nondomination ri, according to the Pareto front.

� A local stacking distance, di.
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The selection returns to winning solution i based on two fundamental

criteria:

� If j has better hierarchy, ri, rj.

� If j has the same hierarchy, but i has a better stacking distance, di. dj.

12.2.3.4 Determination of final set descending

Before finalizing a generation of algorithm, a process of preselection and

preservation of elite solutions is performed, which involves getting the set of

solution parents and offspring obtained through the selection of operators,

crossover, and mutation.

Thus the present population increases to double the initial population of

individuals. It is necessary to classify the full set of fronts in their respective

dominance and preserve individuals who belong to the best quality fronts, as

is shown in Fig. 12.2.

If it is not possible to enter all the alternatives of a particular forward,

then those individuals are disposed with a smaller distance to the crowd.

12.2.3.5 Pseudocode for the nondominated sorting genetic
algorithm II

The steps used in NSGA-II are as follows:

1. Generate a population of size N.

2. Identify the dominance of fronts and evaluate stacking distances on every

front.

3. Using selection, crossover, and mutation generates a downward popula-

tion, the same size as P.

4. Parents and children together in a set of 2N rank the dominance fronts.

5. Determine the final set down by selecting the fronts of the best features

or hierarchy. If exceeded the threshold population of N, eliminate solu-

tions with the shortest distance across stacking the last selected.

6. With the fulfillment of convergence criterion, the process ends, if not,

return to step 3.

FIGURE 12.2 Determination of new population. In the figure, Pt is the current population, Qt

is the offspring population, and Rt is the population after recombination.
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In this chapter the EED problem will be used as NSGA-II with two

objective functions—one is the cost of fuel and the other, emission index.

12.2.4 The emission ratio as a parameter to assess the
environmental contamination

The production of energy by fossil fuels, industrial processes, and means of

transport has a great influence on the environment, due to the deforestation

and emissions (CO2, NOx, SOx, CxHy, particulates, etc.); it is considered the

main anthropogenic sources of pollution.

The Kyoto Protocol resulted from the meeting of 160 nations in 1997

in Japan to reduce emissions of gases that cause the greenhouse effect

(CO2, CH4, etc.) and encourage the development of new technologies and

the implementation of clean sources power. Since then, the right to trade

emissions (primarily CO2 resulting from the burning of fossil fuels, whose

use in developed countries is intensive) is gaining strength as a political

strategy.

The air pollutants originate mainly from incomplete combustion of

fossil fuels. Those are classified into two types: primary and secondary.

Primary pollutants are those emitted directly from sources to the

atmosphere, highlighting particulate matter (smoke, dust, and mist), carbon

monoxide (CO), carbon dioxide (CO2), nitrogen oxides (NO and NO2),

sulfur compounds (H2S and SO2), hydrocarbons, and chlorofluorocarbons

[11�13].

With the introduction of emissions and ecological taxation market for the

electricity sector, the development of decision-making methods for emissions

trading or emission restrictions is becoming increasingly important, and

many studies may decide to program generators for operation [14�18].

Although there are many studies on CO2 restrictions, they focus

primarily on the problem of deciding the output level of each generator

during the ED.

However, to obtain an optimal solution, it is important to consider not

only the dispatch level of each generating unit, but also the schedule (on/

off), since the power minimum output, restrictions, and start-up influence the

final solution of the cost/emission. So it is essential to consider the restriction

problem of each unit in decision-making methods. In addition, most generat-

ing unit studies, including CO2 restrictions, are focusing on programming the

solution that maximizes earnings per unit [24,25] but not in optimal solutions

Pareto in reducing CO2 [14,26,27].

According [28], CO2 emission allowances are usually given for a period

of 1 year, while the time frame for programming is scheduled of 24 hours

for several days, and restrictions have an effect only when the value of CO2

emissions became high. According [29] they believe that maximum profit is
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important but the trade-off of cost reduction and CO2 should not be taken

into consideration.

12.2.5 Emission index of gas engines

To evaluate the environmental pollution caused by gas engines, the emission

rate is established by the author of this work, considering the value of the

first data table. To develop the mathematical expression, the emission index

limits were considered and the air quality was determined by CONAMA and

the weighted value of each pollutant in the air quality [30] expressed in

Table 12.1.

The influence of the amount of CO2 to 1 is considered. The equation for

calculating the emission index from gas engines is expressed by (12.2).

Iemg 5CO2 1 0:99407115MP1 0:01185771CO1 0:99209486NO2

1 0:99604743CXHy

ð12:2Þ

As gas engines also emit nitrogen monoxide, it was decided to include

them in the expression with the same amount of influence as NO2, in the fol-

lowing formula:

Iemg 5CO2 1 0:99407115MP1 0:01185771CO1 0:99209486ðNO2 1NOÞ1
0:99604743CXHy

ð12:3Þ
To calculate the emission index or rate of emissions, all emission values

must be in the same system of units, which is necessary to perform conver-

sions of the same according to the companies that make the control of these

TABLE 12.1 Data to determine the emission index of gas engines.

Pollutant Primary standard

CONAMA (g/m3)

Specific weight

permissible

Value of

influence

Total
particulate
matter

240 0.00592885 0.99407115

Carbon
monoxide

40,000 0.98814229 0.01185771

Nitrogen
dioxide

320 0.00790514 0.99209486

Hydrocarbons 160 0.00395257 0.99604743

Total 40,480 1 3
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emissions. Table 12.2 shows the emission values as the thermal plant and the

conversion factors.

To perform conversions, molecular weights of the components were con-

sidered, according to the following procedures and amounts (see Table 12.3):

mg=m3 5
ppm3 PM

24:45
ð12:4Þ

Thus the expression to calculate the emission rate of gas engines is

given by

TABLE 12.2 Conversion factors.

Parameter Initial units Multiply by End units

PM mg/m3 1 mg/m3

Nitrogen dioxide (NO2) mg/m3 1 mg/m3

Nitrogen monoxide (NO) mg/m3 1 mg/m3

Carbon dioxide (CO2) % 18,000 mg/m3

Carbon monoxide (CO) ppm 1.25 mg/m3

Hydrocarbons (CxHy) % 17,960 mg/m3

PM, Particulate matter.

TABLE 12.3 Molecular weights.

Sustenance Molar weight (g/mol)

W 12

O2 32

O 16

CO2 44

CO 28

N 14

N2 28

H 1

Methane (CH4) 16

Hexane (C6H14) 86
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Iemg 5 18; 000 CO2 1 0:99407115 MP1 0:011857713 1:25 CO

1 0:99209486 NO2 1NOð Þ1 0:996047433 17; 960CxHy in mg=m3

ð12:5Þ
In expression (12.5), CO2 and CxHy are expressed in % in ppm CO and

the other data in mg/m3.

Table 12.4 shows the typical emissions of a plant gas engine in Manaus.

12.2.6 Index engine emissions of heavy fuel oil

In this case the developed procedure was the same as for gas engines but tak-

ing into account the emissions of such engines (see Table 12.5).

Table 12.6 shows the conversion values:

IemHFO 5 18; 0003CO2 1 0:9941MP1 1:253 0:0265CO1 0:992 NO2 1NOð Þ
1 0:991SO2 1 0:99613 17; 960 CxHy ðg=m3Þ

ð12:6Þ
Table 12.7 shows the typical emissions of a motor heavy fuel oil (HFO),

the plant in Manaus.

12.2.7 Contamination caused by plant

The thermal plant studied lies in Manaus and has a generating capacity of

173 MW. It contains 23 Jenbacher gas engines of 3.5 MW and 5 engines of

HFO of 18.5 MW; but for the use of optimization engines, 10 were used.

TABLE 12.4 Typical emissions from gas engines.

Typical emissions of a gas engine (UGGN 12) Original U 3% mg/m3

Particulate material (mg/m3) 76.57 76.57

Nitrogen dioxide (mg/m3) 315.07 315.07

% Oxygen (mg/m3) 12.3 80,490.7975

Carbon dioxide (CO2)% to mg/m3 4.8 86,400

Carbon monoxide CO (ppm mg/m3) 286 327.525562

Nitrogen monoxide (mg/m3) 105 105

Hydrocarbons (CxHy) (ppm mg/m3) 861.64 1688.8144

Nitrogen oxides (NOx as NO2) (ppm mg/m3) 213 400.44
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To analyze the contamination caused by the plant, we studied the data of

exhaust emissions from the years 2011 and 2012. In addition, to compare the

contamination of gas engines with the contamination of HFO engines, data

from HFO engines at the same level of oxygen were converted to the data

from gas engines.

To convert data to different % oxygen, the following expression was

used:

Cc 5CGAS 3
212OREFð Þ
212OMEDð Þ ð12:7Þ

where Cc is the corrected concentration expressed % to specified oxygen,

CGAS is the concentration of gas corrected (values obtained with checks),

TABLE 12.6 Conversion factors in the case of engines heavy fuel oil.

Parameter Initial units Multiply by End units

PM mg/m3 1 mg/m3

Nitrogen dioxide (NO2) mg/m3 1 mg/m3

Nitrogen monoxide (NO) mg/m3 1 mg/m3

Carbon dioxide (CO2) % 18,000 mg/m3

Carbon monoxide (CO) ppm 1.25 mg/m3

Sulfur dioxide mg/m3 1 mg/m3

Hydrocarbons (CxHy) % 17,960 mg/m3

PM, Particulate matter.

TABLE 12.5 Data to determine the emission index of the heavy fuel oil

engines.

Pollutant Primary standard

CONAMA (g/m3)

Specific weight

permissible

Value of

influence

Total particulate matter 240 0.0059 0.9941

Carbon monoxide 40,000 0.9735 0.0265

Nitrogen dioxide 320 0.0078 0.9922

Sulfur dioxide 365 0.0089 0.9911

Hydrocarbons 160 0.0039 0.9961

Total 41,085 1 4
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OREF is the oxygen reference, that is, it is noted as the measurements, OMED

is the average oxygen during measurements.

It was necessary to establish the same system of units for some values as

presented in Table 12.8.

For the engine emissions to index HFO, the plant was carried out simi-

larly to the gas engine, that is, measurements were carried out in the chimney

values of engines of different pollutants and statistically processed results.

With the average values, emission index for each motor HFO plant was

calculated, shown in Fig. 12.3.

TABLE 12.7 Typical emissions of an engine heavy fuel oil (HFO).

Typical emissions from a motor

HFO (MAN 1)

U

original

7% mg/m3 3% mg/m3

Particulate material (mg/m3) 156.65 156.65 201.407143

Sulfur dioxide (mg/m3) 287.42 287.42 369.54

% Oxygen (mg/m3) 13.7 179,304.703 230,534.619

Nitrogen dioxide (mg/m3) 315.07 315.07 405.09

Carbon dioxide (CO2)% to mg/m3 5.5 98,977.5051 127,256.792

Carbon monoxide CO (ppm mg/m3) 66.66 76.3386503 98.1496933

Nitrogen monoxide (mg/m3) 1167 1167 1500.42857

Nitrogen oxides (NOx as NO2) (mg/m3) 1843 1843 2369.57143

Total hydrocarbons (CxHy) from the %
(mg/m3)

0.03 588 756

TABLE 12.8 Emissions in the different systems of

units.

Gas mg/m3 ppm

CO 1.25

At the 1339

NO2 2054

NOx (as NO2) 2054

SO2 2857
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The figure can be seen that the emission rate of the HFO power plant

engines has values very close to each other, which are almost similar, that is,

are not so different as in the case of gas engines. In this case, the contamina-

tion of these motors is lower than that of the gas engines; the explanation for

this contradiction is that the technical state of the gas engine is lower than

the roadworthiness of motor HFO.

12.2.8 Specific emission index

To better evaluate, emission indexes were divided by the power generated by

the engines, thus obtained specific emission index. Table 12.9 shows a com-

parison between the specific index emissions from gas engines and engines

HFO, and Fig. 12.4 shows a comparison according to the emission power

supplied to the gas engines and fuel oil engines.

The graph in Fig. 12.4 shows the specific emission index for each type of

pollutant.

In the graph of Fig. 12.4, it can be seen that in this case, the motors HFO

contaminate the environment more than the gas engine, especially the emissions

of carbon dioxide; these results are in agreement with those established in the lit-

erature but the rest of emissions should behave similarly. Gas engines emit more

NO2 than the engines HFO, but this fact has to do with two things, the first is

the LENOX device that has these engines that regulate them for maximum effi-

ciency, and this is achieved when the NO2 emissions are highest. The other

aspect that influences the technical state of gas engines is mentioned above.

12.2.9 Permissible values of emission Index

In the literature referred to for EED, only permissible values or restrictions

for the emission of TPPs appear, which reinforces the need of emission using

Emission index of the plant HFO engines

mg/m3

Generators

120

100

80

60

40

20

0
1 2 3 4 5

FIGURE 12.3 The emission index of the plant HFO engines. HFO, Heavy fuel oil.
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a parameter, which constricts the operation of a TPP. In most cases the

authors estimate the amount of emissions and sometimes convert these

values in cash [35] Developed by emission factors for the case of the use of

coal, but not limited to these emissions [36]. Developed a complex mathe-

matical procedure to determine the allowable CO2 emissions, but this proce-

dure being very complex includes only CO2 emissions. According [37] they

made an inventory of NOx and CO through several years of observation and

concluded that they should be restricted.

TABLE 12.9 Comparison of emissions between gas engines and heavy fuel

oil (HFO) engines in relation to power supplied.

Specific emission index g/m3, kW HFO Gas

Particulate matter 10.6564 22.32

Sulfur dioxide 19.5523 0

Oxygen 121.975 234.66

Nitrogen dioxide 21.4333 91.85

Carbon dioxide (CO2) 673.16 251.89

Carbon monoxide (CO) 6.41 11.8

Nitrogen monoxide (NO) 79.3877 30.61

Nitrogen oxides (NOx as NO2) 125.374 116.74

Total hydrocarbons (CxHy) 40 49.36

Specific emission index for each type of pollutant

Hydrocarbons total (CxHy)

Nitrogen monoxide (NO)

Carbon monoxide (CO)

Carbon dioxide (CO2)

Nitrogen dioxide

Oxygen dioxide

Sulfur dioxide

Particulate material

g/m3 - kW

0 200

HFO Gas

400 600 800 1000

Hydrogen oxides (NOx as NO2)

FIGURE 12.4 Specific emission index for each type of pollutant.
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The emission index developed in this work presents a great advantage

because it brings restrictions, which was developed from the damage that the

emissions cause. However, if desired greater precision, you can set a maxi-

mum rate of emissions that would be the sum of all allowable values for

[38] adding permissible values of CO2 emissions, which are not provided by

this standard.

According to these considerations, the maximum pollutant emission index

(MPEI) would be

MPEI5 58:48 mg=m3

It can be seen from the analyses carried out in this chapter that the vari-

ous engine emission indexes ever exceed this value, which shows something

that is already known and that the thermal plants greatly harm the

environment.

12.2.10 Obtaining primary data

For the emission index from gas engines, plant measurements were per-

formed in the chimney values of engines of different pollutants and statisti-

cally processed results. With the average values, the emission index for each

gas engine of the plant was calculated.

To get the raw data in expectation to calculate emission index, it devel-

ops the following:

� They were placed at all plant engines operating at different power levels

with respect to maximum power (20%, 30%, 40%, 50%, 60%, 70%,

80%, 90%, and 100%).

� For each of the power levels, emissions of various pollutants were mea-

sured, both in volume and type of pollutants in mg/m3.

� For each of the power levels of each motor, emission rate according to

Eqs. (12.5) or (12.6) was calculated, depending on whether it is a gas

engine or HFO engine.

� With the emission index of each engine, power curve versus emission

index was obtained. In the graphs of this chapter, indexes emissions at

full power were placed.

� With the curve of the emission index of each engine and using a regres-

sion software, equation index emissions from all power plant engines

were obtained. We also calculated the coefficients d, e, and f to be used

in the function emission index.

12.2.11 Price of carbon emissions

Carbon credits are a financial instrument envisaged in the Kyoto Protocol to

try to mitigate the threats that cause the greenhouse effect. Each credit is
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equivalent to 1 t of carbon dioxide that was allowed to emit into the atmo-

sphere. They may be generated through the mechanisms established in the

Kyoto Protocol. As the mechanism exists, different types of credits are pro-

vided [39,40].

In other words, these credits are used to make it easy to calculate the

amount of gases that are released into the air and offset their emissions. It is

part of an international plan, probably the largest, that has been created in

human history, to reduce global warming and effects. It is even the total

amount of emissions that can be released by a company or business. If there

is an excess amount of gases that are emitted, there is a monetary value

assigned to that excess and can be traded, especially for projects that offset

pollution, that is, to renew dioxide that has been emitted into the atmosphere,

such as reforestation projects (usually in poor or developing countries).

It is well known that some companies think if they can bribe, they would

be illegally allowed to pollute. In addition, there are credits that are bought

and sold in international markets. So, this may be the object of speculation

and does not have to be used to care for the environment.

By convention, 1 t of carbon dioxide (CO2) represents 1 carbon credit.

This credit can be negotiated in international market. Reducing the emission

of other gases, also generators of greenhouse effect, it can also be converted

to carbon credits, using the concept of carbon equivalent (carbon dioxide

equivalent) [41].

A ton of CO2 equivalent corresponds to a carbon credit. The CO2 equiva-

lent is the result of multiplying the tons of greenhouse effect emitted by its

global warming potential. The global warming potential of CO2 was set to 1.

The global warming potential of methane is 21 times greater than CO2

potential, so the CO2 equivalent of methane is equal to 21. Therefore a

reduced ton of methane corresponds to 21 carbon credits [18,42,43].

Global warming potential of greenhouse gases is as follows [44, 45]:

� CO2—carbon dioxide5 1

� CH4—methane5 21

� N2O—nitrous oxide5 310

� HFCs—hydrofluorocarbons5 140�11,700

� PFCs—perfluorocarbons5 6500�9200

� SF6—sulfur hexafluoride5 23,900

Since 2008 the price of carbon credits traded to sell to the developed

countries in America (CO2 Certificate of Emission Reduction) fell 98%,

from 23 euros per ton to only 35 cents of euro per ton. The value of

securities is traded in the domestic market in Europe—European Union

Allowance. In turn, it fell from 30 to 4 euros [40]. Basically, considering the

concept of supply and demand, there is currently an excess of credit carbon,

which is a problem. In fact, the latest figures estimate that the market is satu-

rated in about 1700 million tons of carbon credits.
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Second [45], the cost per ton of emissions of CO2 has varied between 9

and 24 euros. These authors as mentioned earlier also make an equivalence

between the tons of other pollutants and tons of CO2. Considering the above

criteria, you can calculate the cost using the emission index by the following

approximation:

Costemissions 5 243 Iem in euros ð12:8Þ

12.3 A mathematical model for the optimization of EED
considering the emission index

Optimizing the EED is one of the most important tasks in power plants with

internal combustion engines. The ED energy with a single goal cost of fuel

only considers the one objective, that is, the question of generation. It has

given way to multiobjective orders because of the environmental issues that

arise from emissions from thermal plants. The purpose of this chapter is to

analyze a new solution optimizing the EED by the technique of NSGA-II but

using the new concept of emission index instead of using emissions as a cost

or as much of greenhouse gases.

The EED of the problem is to minimize the total cost of generation and

emission levels while at the same time to satisfy the demand of generation

plants.

Thermal power generation is one of the sources of significant carbon

dioxide (CO2), sulfur dioxide (SO2), and nitrogen oxides (NOx) that create

air pollution [13]. The classic problem generating ED is to provide the

required amount of power at the lowest cost, to meet the demand and opera-

tional restrictions.

This is a very complex problem to be solved for its high dimensionality,

a nonlinear objective function, and many restrictions. Various techniques,

such as Integer Programming [46], Dynamic Programming [47], Newton’s

method for [48], and the functions of Lagrange by [49], have been used to

solve the problem EED generation.

To solve the EED problem, other optimization methods, such as the

method of simulated annealing (simulated annealing goal attainment) pointed

to by [50], particle swarm used by [51], the Game Theory used by [52], and

the approach using the technique for order preference by a similarity of the

ideal solution (TOPSIS) [53].

Various methods have also been developed on the basis of mathematical

approaches to offer a quicker solution to the ED [54]. EAs have also been

applied to the ED of the problem in question [55]. The research has also

been developed to minimize the costs, including emission restrictions to

solve the ED of generation and selection of generators [56]. Recently, it has

been successfully employed by a combination of gravitational search
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algorithms modified by NSGA-II [57] and NSGA-III [58] that are convenient

to solve the generation of EED optimization problems.

Therefore all previous models for EED only take into account the emis-

sions and the amount of emissions. This work presents the degree of influ-

ence of each type of emissions on the environment. In the coming sessions,

we develop a novel mathematical model that accurately classifies emissions

according to their impact on the environment and this will be one of the

functions to be optimized within the template.

12.3.1 Mathematical model for environmental economic dispatch

In the mathematical formulation of the multiobjective problem of EED, two

important goals in a thermal system of power generation have to be consid-

ered, which are economic and environmental impacts [52,59,60].

12.3.1.1 Minimizing costs

The fuel cost of a thermal unit is considered as an essential criterion for eco-

nomic viability. The fuel cost curve is assumed to be approximated by a qua-

dratic function of the output power of the generator Pi [52,59,61,62]. The

function to be used to minimize the cost is

F1 Pið Þ5
Xn
i51

ai 1 biPi 1 ciP
2
i

� �
$=h ð12:9Þ

where ai; bi; ci; and Pi are the fuel cost coefficients of the ith generating unit,

and n is the number of generators and the active power of each generator.

However, despite the great financial benefit of classical dispatch strategy

described by Eq. (12.9), whose fuel cost versus power generated curve is

shown in Fig. 12.5, it tends to produce high amount of SO2 and NOx.

The fuel cost function of each thermal generating unit considering the

valve-point effect is expressed as the sum of a quadratic function and a sine

function [64,65]. The total cost of fuel in terms of active power can be

expressed as

F1 5
XM
m51

XNS

s51

tm as 1 bsPsm 1 csP
2
sm 1 dssin esðPmin

s 2PsmÞ
� ��� ��� � ð12:10Þ

12.3.1.2 Minimizing the environmental impact

The generators with fossil fuels are the main source of emissions of nitrogen,

oxides, and other pollutants. Currently, there are strong constraints of

environmental protection agencies to reduce the emission of nitrogen oxides

(NOx) being important from the point of view of environmental

conservation.
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There are various alternatives to consider and minimize the environmen-

tal impact of power plants, which are as follows:

� A dispatch alternative strategy that must meet environmental requirement

is to minimize the cost of operation under environmental restrictions.

� Control of emissions may be included in conventional ED, adding the

environmental cost to generation costs [2,66]. Emissions are modeled as

a cost to the environment, which are later added to the cost of generation.

The objective function is expressed as follows:

minimize C5w0 � F1w1 � ES 1w2 � EN ð12:11Þ
where ES and EN is the emission function of SO2 and NOx, respectively. w0,

w1; andw2are the cost of weight in relation to the fuel (F) and the emissions

of SO2 and NOx, respectively. F is the function of the cost of fuel, which is

another variation to consider emissions into a single objective function,

where particular weightage is given to NOx and SO2 emissions.

The functions of the function in emission cost curves of the active power

generated included in function (12.11) can be expressed as follows:

Es 5
Xn
i51

ðdi 1 eiPi 1 fiP
2
i Þ ð12:12Þ

EN 5
Xn
i51

ðgi 1 hiPi 1 kiP
2
i Þ ð12:13Þ

where di ; ei ; fi ; gi ; hi; and ki are the estimated parameters based on

the results of the emission tests generating unit, and Pi is the power of each

generator.

In this model, when the emission weights are 0, the objective function

becomes a classic problem of ED. In this case the goal is to minimize costs

and total system output. For SO2 emission, the weights w0 and w2 are equal

to 0 and w1 is equal to 1. For SO2, the goal is to minimize the emission. For

NOx emission, the weights w0 and w1 are 0 and w2 is equal to 1, where the

problem lies in the minimization of NOx emissions. On the contrary, when

FIGURE 12.5 Cost of fuel versus output power.
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the weights are not 0, minimizing both the cost of fuel and emissions at the

same time becomes the problem.

For [67], the amount of emission of each generator is given as a function

of its output, which is the sum of a quadratic function and an exponential

function. The total emission system can be expressed as

F2 5
XM
m51

XNS

s51

tm αs 1βsPsm 1 γsP
2
sm 1 ηsexpðδsPsmÞ

� � ð12:14Þ

where αs;βs; γs; ηs; andδs are the coefficients of the emission characteristics

of each generator, and Psm is the power of each generator.

According [68], the multiobjective problem of dispatch emissions and

combined economic can be converted into an optimization problem of a sin-

gle goal by introducing a factor h penalty price as follows:

Minimize F5FC 1 hi 3EC ð12:15Þ
where FC is the fuel cost function and EC is the total amount of emissions.

Expression (12.15) is subject to the equations and power flow restrictions.

The price of the penalty factor h combines the issue with the cost of fuel and

F is the total operating cost in $/h. The price penalty factor is the ratio of the

maximum cost of fuel and the emission maximum of the corresponding gen-

erator hi [68]:

hi 5
FC Pmax

gi

	 


EC Pmax
gi

	 
 ð12:16Þ

where FC is the fuel cost function, EC is the total amount of emissions and

gi is the power in generator ith.

The emissions that are considered most important in the power generation

industry due to their effects on the environment are sulfur dioxide (SO2) and

nitrogen oxides (NOx) [13,69]. These emissions can be modeled by associat-

ing functions with emission power production for each unit. One approach to

represent the emissions of SO2 and NOx is to use a combination of polyno-

mial terms [68,70]:

EC Pg

� �
5

X
αiP

2
gi
1βiPgi 1 γi

	 

1 εiexp λiPgi

� � ð12:17Þ

where αi;βi; γi; εi; andλi are the emission characteristics of the coefficients

of the total power generated, Pg, which is the power of each generator.

Second [71], the total emission F2(Pi) of air pollutants such as sulfur

dioxide, SO2, and nitrogen oxides, NOx, caused by the combustion of fuel in

thermal units may be expressed as

F2 Pið Þ5
Xn
i51

di 1 eiPi 1 fiP
3
i

� �
m3=h ð12:18Þ
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where di; ei; and fi are the coefficients of emission characteristics for each

generating unit.

12.3.1.3 Load dispatch restrictions considering emissions

In this section, a number of restrictions are considered:

� An equal restriction of active power balance generated

The following equation is the power balance constraint [72,73]:

Xn
i51

Pi 2PD 2PL 5 0 ð12:19Þ

where Pi is the output power of each i generator, PD is the load demand,

and PL are transmission losses.

In other words, the total power generation has to meet the total

demand, PD, and the loss of active power transmission lines, PL:

Xn
i51

Pi 5PD 1PL ð12:20Þ

The calculation of power losses involves the solution of the load flow

problem, which has equal restrictions on active and reactive power in

each bar as follows [74]:

PL 5
Xn
i51

BiP
2
i ð12:21Þ

To model the transmission loss, each function generator loss through

the derivatives of formula Kron coefficients for loss is set to output.

PL 5
XN
i51

XN
j51

PGiBijPGj 1
XM
i51

B0iPGi 1B00 ð12:22Þ

where Bij;B0i; andB00 are the power loss coefficient in the transmission

line. A reasonable accuracy can be obtained when the actual operating

conditions are close to the base case where the coefficients B were

obtained [75].

� An inequality constraint in terms of generation capacity

For stable operation, the active power generated by each generator is

limited by the upper and lower limits. These restrictions in the generation

limits are expressed by

Pmin;i #Pi #Pmax;i ð12:23Þ
where Pi is the output power of the generator, i;Pmin;i is the minimum

power of the generator, i, and Pmax;i is the maximum generator power.

� An inequality constraint in terms of fuel supply
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At each time interval the amount of fuel supplied to each generator

Fim must be within its lower limit, Fmin
i , and its upper limit, Fmax

i ; [59]
such that

Fmin
i #Fim #Fmax

i ; iAN; mAM ð12:24Þ
where Fim is the fuel supplied to the engine in the interval m, Fmin

i is the

minimum quantity of fuel supplied to the machine, Fmax
i is the maximum

quantity of fuel supplied to the machine.

� An inequality constraint in terms of fuel storage limits

Each unit of fuel storage volume in each interval, Vim; should be within

its lower limit, Vmin, and the upper limit, Vmax, [59] so that

Vmin #Vim #Vmax ð12:25Þ

Vim 5V m21ð Þ 1Fim 2 tm ηi 1 δiPi 1μiP
2
i

� �
iAN; mAM ð12:26Þ

where ηi; δi; andμi are the fuel consumption coefficients for each generating

unit.

Although a strong review in the literature is made on the restrictions of

emissions comparing them with a ceiling which cannot be achieved, there

were no mathematical expressions of equal or unequal restriction emissions.

12.3.1.4 Objective functions

The objective function used to minimize the cost of fuel was expressed in

Eq. (12.9). It is important to note that to apply this equation; the coefficients

ai; bi; andci of each engine were first calculated by putting all the engines of

power plants operating at different power values, which result in the power

curve versus the cost of each engine. Subsequently, regression equation

methods and their respective coefficients were obtained.

The function used to minimize the emission index is given by the follow-

ing equation:

Iem Pið Þ5
Xn
i51

di 1 eiPi 1 fiP
3
i

� �
mg=m3 ð12:27Þ

where di; ei; andf i are the coefficients of the characteristics of the emission

index for each unit.

12.3.2 Order environmental economic load: case studies

12.3.2.1 Problem formulation

Two plants to the case studies were chosen to examine the feasibility of the

proposed solution; we used a set of 10 thermal generating units of TPP in
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the city of Manaus and the test system with 10 generating units [76]. The

characteristics of the generators are shown in Table 12.10. For the determi-

nation of the coefficients, ai; bi, and ci, a trial operation test was conducted

by running generators for different powers and measuring the fuel consumed.

Then the power curves versus fuel costs were plotted and a regression

method was acquired. Demand for energy used was 20 MW in the case of

10 generators.

The transmission loss coefficients (Bm) are given by a square matrix of

dimension n3 n, where n is the number of engines. The loss matrix Bm, for

a plant with 10 units (all figures should be multiplied by e22), as shown in

Fig. 12.6 having the symmetric matrix defined by the following: a square

matrix, S5 [aij], is symmetric if and only if ST5 S. If S5 [aji] is a

TABLE 12.10 Characteristic data of the case study of the plant generators.

Generator ci ($/MW) bi ($/W) ai ($) Pmin (MW) Pmax (MW)

PG1 0.15247 38.53973 756.79886 0.76 3.36

PG2 0.10587 46.15916 451.32513 0.76 3.36

PG3 0.02803 40.3965 1049.9977 0.76 3.36

PG4 0.03546 38.30553 1243.5311 0.76 3.36

PG5 0.02111 36.32782 1658.5596 0.76 3.36

PG6 0.01799 38.27041 1356.6592 0.76 3.36

PG7 0.02682 45.27041 1260.6592 0.76 3.36

PG8 0.02700 46.27041 1266.6592 0.76 3.36

PG9 0.02754 47.27041 1287.6592 0.76 3.36

PG10 0.02799 48.27041 1290.6592 0.76 3.36

FIGURE 12.6 Symmetric matrix with the transmission loss coefficients.
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symmetric matrix, the elements arranged symmetrically with respect to the

main diagonal are equal, aij 5 aji. In this case the product of a square matrix

S by its transpose ST is also a symmetric matrix.

Table 12.11 shows the emission coefficient for 10 generators of the plant.

To develop the whole optimization process, NSGA-II was used, known

as GA elitist ordination, and not dominated, which has the following charac-

teristics [77,78]:

The multiobjective optimization problem [56,79], considered in this chap-

ter is defined as

Minimize½F1 Pð Þ; F2ðPÞ� ð12:28Þ
where F1 Pð ÞandF2ðPÞ are the objective functions to be minimized over

admissible decision set, that is, the vector P:
In this case the function F1 Pð Þ of Eq. (12.10) and the function F2 Pð Þ of

Eq. (12.18) are used.

There are two stages to solve multiobjective problems: determining the

set of nondominated solutions and selecting the best feasible solution. The

execution procedure is explained in the following steps [79]:

Step-1: Power demand being supplied by the plant (Pd5 20 MW).

Step-2: The selection of the minimum number of more efficient genera-

tors that satisfy the active power demand.

Step-3: Set the parameters of the algorithm:

Population size;

Number of generations.

TABLE 12.11 Emission coefficients for the 10 generators of the plant.

Generator fi [(Mg/m3 h)/(MW)] ei [(Mg/m3 h)/(MW)] di (Mg/m3 h)

PG1 0.00419 1.32767 73.85932

PG2 0.00419 0.32767 13.85932

PG3 0.00683 2 0.54551 40.2669

PG4 0.00683 2 0.54551 40.2669

PG5 0.00461 2 0.51116 42.89553

PG6 0.00461 2 0.51116 42.8955

PG7 0.00461 2 0.51116 42.8955

PG8 0.00461 2 0.51116 42.8955

PG9 0.00061 2 0.51116 10.8955

PG10 0.00461 2 0.51116 42.8955

All values are multiplied by e22:
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Step-4: Initialize the population, Pt.

Step-5: Create a young population or descendants Qt of the current popu-

lation Pt

Step-6: Combine the two populations Qt and Pt to form Rt where

Rt 5Pt ,Qt.

Step-7: Find the nondominated Pareto fronts FiandRt.

Step-8: Start the new population Pt11 5 0 and the count for inclusion

i5 1.

Step-9: While Pt11 1Fi #Npop do: Pt11’Pt11 ,Fi, where i’i1 1:
Step-10: Order the last front Fi using the distance agglomeration in des-

cending order and choose the first elements Npop 2Pt11

� �
ofFi.

Step-11: Use the selection of operators, crossover, and mutation to cre-

ate the young population or the descendants of the new population

Qt11.

12.3.3 Analysis and discussion of results

The solution report presents the input parameters to run the program, such as

the energy demand, the minimum and maximum power of the engines and

the results of the total cost of fuel, total power loss, and optimal power for

each machine in the plant to meet the load demand.

Table 12.12 shows the results of the case study of the plant located in the

city of Manaus (first case study). These results were obtained after the exe-

cution of the program for a power demand of 20 MW.

As can be seen from Table 12.12, there is a certain difference between

the levels of emission of generators, and the power demand is distributed

among all generators with lower values assigned to the generators 2 and 10.

It can also be seen that the power is not always the maximum power that is

related to the maximum emission.

Table 12.13 shows the results for the case study of the IEEE test system

[75]. These results were obtained after the execution of the program for a

1036 MW power demand, which is the power between the maximum and

minimum power of this system. This system has 10 units.

As is shown in Table 12.13, there are some differences between the emis-

sion index of the engine test system.

This is mainly due to the power difference between the engines of this

system. This also leads to different emission index of generators.

Fig. 12.7 shows the trade-off between emission index and the fuel cost of

the first case study after the application of NSGA-II, generated by

MATLAB.

Fig. 12.8 shows the trade-off between emission index and the fuel cost of

the test system IEEE 118-bars after applying NSGA-II, generated by

MATLAB.
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Fig. 12.9 shows a comparison of the active power generator for each

plant in the first case study where it can be seen that the generators (12.6)�
(12.8) produce less power.

Fig. 12.10 shows the comparison graph of active power output of each

generator to the test system.

Fig. 12.11 shows a graph comparing the cost of each generator of the first

case study, in which it is noted that the highest cost is incurred by generators

(12.9) and (12.10).

Fig. 12.12 shows the graph comparing the cost of each generation to the

test system.

TABLE 12.12 Nondominated sorting genetic algorithm II (NSGA-II) final

programming of Manaus test system.

Solutions to environmental economic dispatch using NSGA-II

Power demand 20 MW

Minimum power 0.76 MW

Maximum power 3.36 MW

Power losses 0.135 MW

Fuel cost 6684.72 $/h

Power values and each generator emission index

Power (Pmi) MW Emission index (Emi) g/m3

Pm1 1.72 Em1 41.24

Pm2 3.01 Em2 42.96

Pm3 2.35 Em3 41.64

Pm4 0.92 Em4 43.37

Pm5 0.76 Em5 43.29

Pm6 0.76 Em6 43.29

Pm7 0.76 Em7 43.29

Pm8 3.34 Em8 44.78

Pm9 3.02 Em9 44.57

Pm10 3.36 Em10 43.12

Total 20.00 Total 431.55

Pmi is the signed power of every ith generator and Emi is the emission level of each ith generator.
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TABLE 12.13 Nondominated sorting genetic algorithm II (NSGA-II) Final

Programming of IEEE test system.

Solutions to environmental economic dispatch using NSGA-II

Power demand 1036 MW

Minimum power 10 MW

Maximum power 470 MW

Power losses 0.0377 MW

Fuel cost 55,485.25 $/h

Power values and each generator emission index

Power MW Emission index (g/m3)

Un1 0 0

Un2 0 0

Un3 293.62 4,291,234.13

Un4 299.99 4,376,989.15

Un5 157.25 3,333,188.65

Un6 156.38 3,330,974.55

Un7 75.78 3,320,000.42

Un8 57.66 3,308,745.27
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FIGURE 12.7 Trade-off between emission level and the cost of fuel after the application of

the NSGA-II, 10 generator system. NSGA-II, Nondominated sorting genetic algorithm II.
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Fig. 12.13 shows the comparison graph of the emission index of each

generator of the first case study, and it was observed that generators (12.9)

and (12.10) are generating the highest emission rates.

Fig. 12.14 shows a graph comparing the emission index of each generator

to the test system where it can be seen the difference between the emission

index of each generator according to their respective power.
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FIGURE 12.8 Trade-off between emission level and the cost of fuel after applying the NSGA-

II for the test system 118-bars IEEE. NSGA-II, Nondominated sorting genetic algorithm II.

Power per generator

Generators

P
o

w
er

3.5

2.5

1.5

0.5

0
0 2 4 6 8 10 12

1

2

3

FIGURE 12.9 Power of each generator in the first case study.
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The developed procedure was applied satisfactorily to both cases in a

TPP Manaus and testing system. These two cases were used to validate this

approach.

In the case of the TPP, emission indexes are not so different as in the

case of the 118-bus test system. It is widely known that this system of power

generators is very different. In both the cases the power allocated to each

generator corresponds to the values that guarantee the minimum cost of TPP

and at the same time the minimum emission level is guaranteed.
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FIGURE 12.10 Output powers of the generator to the test system.
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FIGURE 12.11 Generation costs of each generator of the first case study.
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FIGURE 12.12 Cost of each generation to the test system.
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12.4 Conclusions

The EED optimization problem in electric distribution systems is formulated

as a multiobjective problem that considers the economic benefits in the oper-

ation of electric networks and the reduction of environmental pollution by

inserting the emission index calculation on the system in relation to the mini-

mization of the function emission index. In addition, the formulation pre-

sented considers the relevant restrictions imposed by Brazilian standards in

relation to electrical and environmental specifications.

From the results obtained in this study, the model and mathematical

method for the EED using EA NSGA-II tools reduce the cost of energy pro-

duction from TPPs and environmental impact. The use of NSGA-II allows

the computational tool to establish the solution to this formulation. It has

determined the Pareto optimal solutions to the problem and allows the

professional to determine the most effective solutions.

According to the analysis of the old EED in relation to the methodology

used in this work forward, a new mathematical approach to assess emissions

from generators and at the same time reducing the cost of fuel is a new

possibility of identifying the different ways of evaluating the emissions pro-

duced by power plants, in relation to mathematical models with the imple-

mentation of computational tools to evaluate the economic and

environmental variables, considering the permissibility of each pollutant in

the atmosphere.

The mathematical procedure developed has been applied to the case study

of a power-generating plant in the city of Manaus, Amazonas, and also to the

test system. The relevant results of this study based on examples and practical

analyses show the advantages and validate all developed procedures.

It was seen from the case study, the value of the emission index varies

for different plant engines. Their values vary from 54 to 102 g/m3 for

maximum power.

The gas engine emission rate in the mill case study is quite different from

all the engines of the plant. Furthermore, gas engines emit particulate matter,

something that, according to the literature, is not permissible. In the indicated

situation, due to technical conditions of gas engines, a huge number of burn-

ing oil particles are mixed with gas and so exist in the exhaust gas.

In the case of HFO engines, the emission index difference among various

engines is not as significant as in the case of gas engines. It can be seen that,

in general, the HFO engines have a specific emission index lower than that

of gas engines, that is, engines emit less pollutants HFO in relation to the

power they deliver. For the 10-engine test system, the results showed a

discrepancy among emission levels in relation to the characteristics of the

respective generators as the power supplied.

An extensive literature review of the EED was presented, among which

numerous techniques solve the problem in reducing emissions due to power
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generation. However, all the techniques for this purpose were searched for a

solution that requires less investment to run, which is ED with minimal

emissions.

A new methodology was developed to evaluate the environmental pollu-

tion caused by a TPP. This method, unlike the other ones in the literature,

does not assign a cost value to emissions but use a general index that consid-

ers not only the cost but also the impacts on the environment caused by the

production. To make comparisons among different engines and fuels,

the concept of specific emission index was developed, which is simply the

emission index divided by the power generated by each engine.

The results of the current study, considering the emission index and using

the NSGA-II optimization procedure, were significant and can be applied to any

TPP that makes the use of the new approach possible to give support to profes-

sionals in the field to reduce the cost and emission involved in generation.
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